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Abstract

English. In this paper we describe
our approach to EVALITA 2014 SEN-
TIment POLarity Classification (SEN-
TIPOLC) task. We participated only in
the Polarity Classification sub—task. By
resorting to a wide set of general-purpose
features qualifying the lexical and gram-
matical structure of a text, automatically
created ad-hoc lexicons and existing free
available resources, we achieved the sec-
ond best accuracy!.

Italiano. In questo articolo descriviamo
il nostro sistema utilizzato per affrontare
il compito di Polarity Classification del
task SENTIPOLC della conferenza Evalita
2014.  Sfruttando un gran numero di
caratteristiche generiche che descrivono
la struttura lessicale e sintattica del testo,
la creazione automatica di lessici ad—hoc
e l'uso di risorse disponibili esistenti, il
sistema ha ottenuto il secondo miglior
punteggio della competizione.

1 Description of the system

Our approach to the Twitter Sentiment polarity de-
tection task was implemented in a software pro-
totype, i.e. a classifier operating on morpho-
syntactically tagged and dependency parsed texts
which assigns to each document a score express-
ing its probability of belonging to a given polarity
class. The highest score represents the most prob-
able class. Given a set of features and a training
corpus, the classifier creates a statistical model us-
ing the feature statistics extracted from the train-

'Because of an error of the conversion script from our
internal format (of the output system) to the official one, we
submitted the correct output after the task deadline, as soon
as we noticed the error.
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ing corpus. This model is used in the classifica-
tion of unseen documents. The set of features and
the machine learning algorithm can be parameter-
ized through a configuration file. For this work,
we used linear Support Vector Machines (SVM)
using LIBSVM (Chang et al., 2001) as machine
learning algorithm.

Since our approach relies on multi-level lin-
guistic analysis, both training and test data were
automatically morpho-syntactically tagged by the
POS tagger described in (Dell’Orletta, 2009) and
dependency-parsed by the DeSR parser using
Multi-Layer Perceptron as learning algorithm (At-
tardi et al., 2009), a state-of-the-art linear-time
Shift-Reduce dependency parser.

1.1 Lexicons

In order to improve the overall accuracy of our
system, we developed and used sentiment polarity
and similarity lexicons. All the created lexicons
are made freely available at the following website:
http://www.italianlp.it/software/.

1.1.1 Sentiment Polarity Lexicons

Sentiment polarity lexicons provide mappings be-
tween a word and its sentiment polarity (positive,
negative, neutral). For our experiments, we used a
publicly available lexicons for Italian and two En-
glish lexicons that we automatically translated. In
addition, we adopted an unsupervised method to
automatically create a lexicon specific for the Ital-
ian twitter language.

Existing Sentiment Polarity Lexicons

We used the Italian sentiment polarity lexicon
(hereafter referred to as OPEN ER) (Maks et al.,
2013) developed within the OpeNER European
project®. This is a freely available lexicon for the
Italian language? and includes 24,000 Italian word
“http://www.opener-project.cu/

*https://github.com/opener-project/public-sentiment-
lexicons



entries. It was automatically created using a prop-
agation algorithm and manually reviewed for the
most frequent words.

Automatically translated Sentiment Polarity
Lexicons

e The Multi—Perspective Question Answering
(hereafter referred to as M P(QQA) Subjectiv-
ity Lexicon (Wilson et al., 2005). This lexi-
con consists of approximately 8,200 English
words with their associated polarity. In order
to use this resource for the Italian language,
we translated all the entries through the Yan-

dex translation service®.

The Bing Lui Lexicon (hereafter referred to
as BL) (Hu et al., 2004). This lexicon in-
cludes approximately 6,000 English words
with their associated polarity. Like in the
former case, this resource was automatically
translated by the Yandex translation service.

Automatically created Sentiment Polarity
Lexicons

We built a corpus of positive and negative tweets
following the Mohammad et al. (2013) approach
adopted in the Semeval 2013 sentiment polarity
detection task. For this purpose we queried the
Twitter API with a set of hashtag seeds that in-
dicate positive and negative sentiment polarity.
We selected 200 positive word seeds (e.g. ““vin-
cere” to win, “splendido” splendid, “affascinante”
fascinating), and 200 negative word seeds (e.g.,
“tradire” betray, “morire” die). These terms were
chosen from the OPENER lexicon. The result-
ing corpus is made up of 683,811 tweets extracted
with positive seeds and 1,079,070 tweets extracted
with negative seeds.

The main purpose of this procedure was to as-
sign a polarity score to each n-gram occurring
in the corpus. For each n-gram (we considered
up to five n-grams) we calculated the correspond-
ing sentiment polarity score with the following
scoring function: score(ng) = PM1(ng,pos) —
PM1I(ng,neg), where PMI stands for pointwise
mutual information. A positive or negative score
indicates that the n-gram is relevant for the identi-
fication of positive or negative tweets.

1.1.2 Word Similarity Lexicons

Since the lexical information in tweets can be very
sparse, to overcame this problem we built two sim-

*http://api.yandex.com/translate/
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ilarity lexicons.

For this purpose, we trained two predict mod-
els using the word2vec® toolkit (Mikolov et al.,
2013). As recommended in (Mikolov et al., 2013),
we used the CBOW model that learns to pre-
dict the word in the middle of a symmetric win-
dow based on the sum of the vector representa-
tions of the words in the window. For our ex-
periments, we considered a context window of
5 words. These models learn lower-dimensional
word embeddings. Embeddings are represented by
a set of latent (hidden) variables, and each word is
a multidimensional vector that represent a specific
instantiation of these variables. We built the word
similarity lexicons by applying the cosine similar-
ity function between the embedded words.

Starting from two corpora, we developed two
different similarity lexicons:

e The first lexicon was built using the lem-
matized version of the PAISA® corpus (Ly-
ding et al., 2014). PAISA is a freely avail-
able large corpus of authentic contemporary
Italian texts from the web, and contains ap-
proximately 388,000 documents for a total of
about 250 millions of tokens.

The second lexicon was built from a lem-
matized corpus of tweets. This corpus was
collected starting from 30 generic seed key-
words used to query Twitter APIs. The result-
ing corpus is made up of 1,200,000 tweets.
These tweets were automatically morpho-
syntactically tagged and lemmatized by the
POS tagger described in (Dell’ Orletta, 2009).

1.2 Features

In this study, we focused on a wide set of fea-
tures ranging across different levels of linguistic
description. The whole set of features we started
with is described below, organised into four main
categories: namely, raw and lexical text features,
morpho-syntactic features, syntactic features and
lexicon features. This proposed four—fold parti-
tion closely follows the different levels of linguis-
tic analysis automatically carried out on the text
being evaluated, (i.e. tokenization, lemmatization,
morpho-syntactic tagging and dependency pars-
ing) and the use of external lexical resources.

In the descriptions below, in brackets are re-
ported the names of the features listed in Table 1.

Shttp://code.google.com/p/word2vec/
Shttp://www.corpusitaliano.it/



The second column of the table reports for each
features the sizes of the used n—grams (for the n—
gram features) or it marks whether the considered
feature has been used in the final experiment (for
the non n—gram features).

1.2.1 Raw and Lexical Text Features

Number of tokens: number of blocks consisting
of 5 tokens occurring in the analyzed tweet. (AV-
ERAGE_TWEET_LENGTH)

Character n-grams: presence or absence of con-
tiguous sequences of characters in the analyzed
tweet. (NGRAMS_CHARS)

Word n-grams: presence or absence of contigu-
ous sequences of tokens in the analyzed tweet.
(NGRAMS-WORDS)

Lemma n-grams: presence or absence of con-
tiguous sequences of lemma occurring in the an-
alyzed tweet. (NGRAMS_LEMMAS)

Repetition of n-grams chars: this feature
checks the presence or absence of contiguous
repetition of characters in the analyzed tweet.
(HAS_NGRAMS_CHARS_REPETITIONS)

@ Number: number of @ occurring in the ana-
lyzed tweet. (NUM_AT)

Hashtags number: number of hashtags occurring
in the analyzed tweet. (NUM_HASHTAGS)
Punctuation: checks whether the analyzed
tweet finishes with one of the following
punctuation characters: “r, (FIN-
ISHES_WITH_PUNCTUATION)

ey

1.2.2 Morpho-syntactic Features

Coarse grained Part-Of-Speech n-grams: pres-
ence or absence of contiguous sequences of
coarse—grained PoS, corresponding to the main
grammatical categories (e.g. noun, verb, adjec-
tive). (NGRAMS_CPOS)

Fine grained Part-Of-Speech n-grams: pres-
ence or absence of contiguous sequences of fine-
grained PoS, which represent subdivisions of the
coarse-grained tags (e.g. the class of nouns is
subdivided into proper vs common nouns, verbs
into main verbs, gerund forms, past particles).
(NGRAMS_POS)

Coarse grained Part-Of-Speech distribution:
the distribution of nouns, adjectives, adverbs,
numbers in the tweet. (CPOS_DISTR_PERC)

1.2.3 Syntactic Features

Dependency types n-grams: presence or ab-
sence of sequences of dependency types in the
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analyzed tweet. The dependencies are calculated
with respect to i) the hierarchical parse tree struc-
ture and ii) the surface linear ordering of words.
(NGRAMS_DEPTREE, NGRAMS_DEP)

Lexical Dependency n-grams: presence or
absence of sequences of lemmas calculated
with respect to the hierarchical parse tree.
(NGRAMS_LEMMATREE)

Lexical Dependency Triplet n-grams: distribu-
tion of lexical dependency triplets, where a triplet
represents a dependency relation as (Id,lh,t),
where Id is the lemma of the dependent, [h is the
lemma of the syntactic head and ¢ is the relation
type linking the two. (NGRAMS_LEMMA_DEP_TREE)
Coarse Grained Part-Of-Speech Dependency
n-grams: presence or absence of sequences
of coarse-grained part—of-speech calculated
with respect to the hierarchical parse tree.
(NGRAMS_CPOSTREE)

Coarse Grained Part-Of-Speech Dependency
Triplet n-grams: distribution of coarse-grained
part—of—speech dependency triplets, where a
triplet represents a dependency relation as
(cd,ch,t), where cd is the coarse-grained part—
of—speech of the dependent, h is the coarse-
grained part—of—speech of the syntactic head
and ¢ is the relation type linking the two.
(NGRAMS_CPOS_DEP_TREE)

1.2.4 Lexicon features

Emoticons: presence or absence of positive or
negative emoticons in the analyzed tweet. The
lexicon of emoticons was extracted from the site
http://it.wikipedia.org/wiki/Emoticon and manu-
ally classified. (SNT_EMOTICONS)

Lemma sentiment polarity n-grams: for each
lemma n-grams extracted from the analyzed
tweet, the feature checks the polarity of each com-
ponent lemma in the existing sentiment polarity
lexicons. Lemma that are not present are marked
with the ABSENT tag. This is for example the
case of the trigram “tutto molto bello” (all very
nice) that is marked as “ABSENT-POS-POS” be-
cause molto and bello are marked as positive in
the considered polarity lexicon and tutfo is absent.
The feature is computed for each existing sen-
timent polarity lexicons. (NGRAMS_SNT-OPENER,
NGRAMS_SNT_-MPQA, NGRAMS_SNT_BL).

Polarity modifier: for each lemma in the tweet
occurring in the existing sentiment polarity lexi-
cons, the feature checks the presence of adjectives
or adverbs in a left context window of size 2.



If this is the case, the polarity of the lemma is
assigned to the modifier. This is for example the
case of the bigram ‘“non interessante” (not inter-
esting), where “interessante” is a positive word,
and “non” is an adverb. Accordingly, the feature
“non_POS” is created. The feature is computed
3 times, checking all the existing sentiment po-
larity lexicons. (SNT_WITH_MODIFIER_OPENER,
SNT_WITH_MODIFIER_MPQA,
SNT_WITH_MODIFIER _BL)

PMI score: for each set of unigrams, bigrams,
trigrams, four-grams and five-grams that occur in
the analyzed tweet, the feature computes the score
given by i ciweer SCOTE(i=gram) and re-
turns the minimum and the maximum values of
the five values (approximated to the nearest inte-
ger). (PMI_SCORE)

Distribution of sentiment polarity: this fea-
ture computes the percentage of positive, neg-
ative and neutral lemmas that occur in the
tweet. To overcome the sparsity problem, the
percentages are rounded to the nearest multi-
ple of 5. The feature is computed for each
existing lexicon. (SNT_DISTRIBUTION_OPENER,
SNT_DISTRIBUTION_-MPQA, SNT_DISTRIBUTION_BL)

Most frequent sentiment polarity: the fea-
ture returns the most frequent sentiment po-
larity of the lemmas in the analyzed tweet.
The feature is computed for each existing lexi-
con. (SNT_-MAJORITY_OPENER, SNT_MAJORITY_MPQA,
SNT_MAJORITY _BL)

Word similarity: for each lemma of the an-
alyzed tweet, the feature extracts the first 15
similar words occurring in the similarity lex-
icons. For each similar lemma, the feature
checks the presence of negative or positive
polarity.  In addition, the feature calculates
the most frequent polarity.  Since we have
two different similarity lexicons and three
different sentiment lexicons, the feature is com-
puted 6 times. (COS_EXPLOSION_.OPENER_PAISA,
COS_EXPLOSION_OPENER_TWITTER,
COS_EXPLOSION_-MPQA_PAISA,
COS_EXPLOSION_-MPQA_-TWITTER,
COS_EXPLOSION_BL_PAISA,
COS_EXPLOSION_BL_TWITTER)

Sentiment polarity in tweet sections: the feature
first splits the tweet in three equal sections.
For each section the most frequent polarity is
computed using the available sentiment polarity
lexicons. The purpose of this feature is aimed
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at identifying change of polarity within the
same tweet. (SNT_POSITION_PRESENCE_OPENER,
SNT_POSITION_PRESENCE_MPQA,
SNT_POSITION_PRESENCE_BL)

1.3 Feature Selection Process

Since our approach to Twitter Sentiment polarity
detection task relies on a wide number of general-
purpose features, a feature selection process was
necessary in order to prune irrelevant and redun-
dant features which could negatively affect the
classification results. This feature selection pro-
cess is a variant of the selection method described
in (Cimino et al., 2013) used for the Native Lan-
guage Identification shared task. This new ap-
proach has shown better results in terms of the ac-
curacy of the resulting system.

The selection process starts taking into account
all the n features described in Section 1.2 and
listed in Table 1. The feature selection algorithm
drops and adds features until a termination condi-
tion is satisfied.

Let F¢ be a set containing all the features, and
F; another set of features, initially empty. Let
Fype = Fe and F,q = F,; two auxiliary sets. In the
drop—feature stage, for each feature f; € Fy, we
generate a configuration ¢; such that the features
in {f;} U F,,q are disabled and all the other fea-
tures are enabled. When an iteration finishes, we
obtain for each ¢; a corresponding accuracy score
score(c;) which is computed as as the average of
the accuracy obtained by the classifier on five non
overlapping test-sets, each one corresponding to
the 20% of the training set. We used this five cross
fold validation in order to reduce overfitting.

Being ¢ the best configuration among all the
¢; configurations, and cp the best configuration
found in the previous iterations, if

()

score(cy) > score(cp)
e Move fj, from F,. to F,q;
e set Fy:= Fgand F, := F.;
® setcp = Cp.
If the condition (1) is not satisfied and:
2)

score(cy) + k > score(cp) :

e Move fj, from Fe to Fq.



For our experiments we set the k£ initial value to 1.
If the condition (1) or (2) is satisfied, the feature
selection process continues with another drop—
iteration, otherwise set k = %
If £ < « the feature selection process stops and
the configuration cp is the result of our feature se-
lection process’. Otherwise:

e set Fy,q := Fyand Fye :=

(3]

and the feature selection process continues with
the add—feature stage.

In the add-stage we add to the currently best
model (cp) the features previously pruned. For
each feature f; € F,,; we generate a configuration
¢; such that the features in { f;} U Fy, are enabled
and all the other features are disabled.

For each add—iteration, the process checks the
conditions (1) and (2). If the condition (2) is veri-
fied and £ > «, another drop—feature stage starts.

In spite of the fact that the described selection
process does not guarantee to obtain the global
optimum, it however permitted us to obtain an im-
provement of 2 percentage points (on the five cross
validation set) with respect to the starting model
indiscriminately using all features.

Table 1 lists the features resulting from the fea-
ture selection process.

2 Results and Discussion

Table 2 reports the overall accuracies achieved by
our classifier using different feature configuration
models in the Polarity Classification task on the
official test set. The accuracy is calculated as
the average F—score of our system obtained us-
ing the evaluation tool provided by the organiz-
ers (Basile et al., 2014). Since the official scoring
function assigns a bonus also for partial match-
ing (e.g. a Positive or Negative assignment instead
of Positive—Negative class), we also report the F-
score for each considered polarity class consider-
ing only the correct assignments. The first row of
the Table shows the results for the FeatSelLexicons
model resulting from the feature selection process
described in section 1.3. This is our official result
submitted for the competition. The second row re-
ports the results for the model that uses the same
features of the FeatSelLexicons classifier where all
the lexicon features are disabled. The last row
shows the results for the model that contains all
the features listed in Table 1. Table 3 reports the

"For our experiments we set « to 0.25
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Lexical features
Feature name n-grams
HAS_NGRAMS_CHARS_REPETITIONS 1234
NGRAMS_CHARS 1234
NGRAMS_WORDS 1234
NGRAMS_LEMMAS 1234
Feature name boolean
FINISHES _WITH_PUNCTUATION True
NUM_AT True
NUM_HASHTAGS False
AVERAGE_TWEET_LENGTH True
SNT_EMOTICONS True
Morpho-syntactic features
Feature name n-grams
NGRAMS_CPOS 123
NGRAMS_POS 123
Feature name boolean
CPOS_DISTR_PERC True
Syntactic features
Feature name n-grams
NGRAMS_DEP 123
NGRAMS_DEPTREE 1234
NGRAMS_LEMMATREE 1234
NGRAMS_LEMMA DEP_TREE 1234
NGRAMS_CPOSTREE 1234
NGRAMS_CPOS_DEP_TREE 1234
Lexicon features
Feature name n-grams
NGRAMS_SNT_OPENER 1234
NGRAMS_SNT_MPQA 1234
NGRAMS_SNT_BL 1234
NGRAMS_SNT_WITH_MODIFIER_MPQA 1234
NGRAMS_SNT_WITH_MODIFIER_BL 1234
Feature name boolean
COS_EXPLOSION_OPENER_PAISA True
COS_EXPLOSION_OPENER_TWITTER True
COS_EXPLOSION_MPQA _PAISA True
COS_EXPLOSION_MPQA_TWITTER True
COS_EXPLOSION_BL_PAISA True
COS_EXPLOSION_BL_.TWITTER False
PMI_SCORE True
SNT_DISTRIBUTION_OPENER True
SNT_DISTRIBUTION_MPQA True
SNT_-MAJORITY_OPENER False
SNT_MAJORITY_MPQA True
SNT_-MAJORITY_BL False
SNT_POSITION_PRESENCE_OPENER True
SNT_POSITION_PRESENCE_MPQA True
SNT_POSITION_PRESENCE_BL False

Table 1: All the features used for the global model.
The features resulting from the features selection
process are marked in bold or with the True label.

accuracy over the training data before and after the
feature selection process. In both cases, we per-
formed a five-fold cross validation evaluation.

For what concerns the results on the official
test set, the AllFeat model performs slightly better
than the FeatSelLexicons model, even if the differ-
ence in terms of accuracy is not statistically signif-
icant. This demonstrates that the lexical, morpho-
syntactic, syntactic and lexicon features excluded



Model Avg. F-score || NEU | POS | NEG | POS_.NEG
FeatSelLexicons 0.663 57.1 | 55.0 | 62.5 15.3
FeatSelNoLexicons 0.647 569 | 51.0 | 61.7 11.8
AllFeat 0.667 58.4 | 56.3 | 63.4 16.4

Table 2: Classification results of different feature models on official test data with respect to the four
considered classes: Neutral (NEU), Positive (POS), Negative (NEG) and Positive-Negative (POS_NEG).

Model Avg. F—score
FeatSellLexicons 0.698
AllFeat 0.678

Table 3: Classification results obtained by the five-
fold cross validation evaluation before and after
the feature selection (over the training set).

by the features selection process are not so rel-
evant for this task. The results obtained by the
FeatSelLexicons classifier show that lexicon fea-
tures contribute (+1.6 points) to significantly im-
prove the accuracy of our classifier.

3 Conclusion

In this paper, we reported the results of our partic-
ipation to the Polarity Classification shared task.
By resorting to a wide set of general-purpose fea-
tures qualifying the lexical and grammatical struc-
ture of a text and ad hoc created lexicons, we
achieved the second best score in the competition.
Current directions of research include adding to
our models contextual features derived from con-
textual information of tweets (e.g. the user atti-
tude, the overall set of recent tweets about a topic),
successfully tested by (Croce et al., 2014).
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