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Abstract

English. In this paper, we present an NLP-

based innovative approach for tracking the

evolution of written language competence

relying on different sets of linguistic fea-

tures that predict text quality. This ap-

proach was tested on a corpus essays writ-

ten by Italian L1 learners of the first and

second year of the lower secondary school.

Italiano. In questo articolo, presenti-

amo un metodo innovativo per monitorare

l’evoluzione delle competenze di scrittura

basato su tecnologie del linguaggio che

sfruttano caratteristiche linguistiche pred-

ittive della qualità del testo. Questo ap-

proccio è stato testato su un corpus di pro-

duzioni scritte di apprendenti l’italiano L1

del primo e secondo anno della scuola sec-

ondaria di primo grado.

1 Introduction and Background

Using automatic techniques to trace the learn-

ing progress of students starting from their writ-

ten productions is receiving growing attention in

many different research fields and for different

purposes. Two different perspectives are taken

into account: i.e. the analysis of the form and of

the content of texts. The first scenario is mainly

addressed within the writing research community

where the learning progress is framed as an analy-

sis aimed at detecting linguistic predictors of writ-

ten quality across grade levels. Using Natural

Language Processing (NLP) tools, different set of

features (e.g. grammar features, errors, measures

of lexical complexity) are automatically extracted

from corpora of student essays to investigate how

they relate to writing quality (Deane and Quinlan,

2010) or to other literacy processes such as read-

ing (Deane, 2014). Human ratings of essay writing

quality are also used to develop Automatic Essay

Scoring systems mostly of L2 essays (Attali and

Burstein, 2006). For what concerns the analysis

of content of texts, traditional Knowledge Trac-

ing systems are based on a framework for model-

ing the process of student learning while complet-

ing a sequence of assignments (Corbett and An-

derson, 1994). These systems rely on a correct-

ness value of each assignment given by a teacher.

More recently, the Knowledge Tracing framework

started to be explored by the Machine Learning

(ML) community1 in Adaptive E–learning scenar-

ios. Different ML approaches have been devised

to build statistical models of student knowledge

over time in order to predict how students will

perform on future interactions and to provide per-

sonalized feedback on learning (Piech et al., 2015;

Ekanadham and Karklin, 2015).

Both the evaluation of form and content of a text

share a common starting point: they imply a hu-

man ‘commitment’. In the first case, it is assumed

that the analyzed essays are manually scored ac-

cording to the writing quality level, in the second

case, the statistical models are trained on student

exercises indicating whether or not the exercise

was answered correctly.

In this paper, we present an innovative ap-

proach for tracking the evolution of written lan-

guage competence using NLP techniques and rely-

ing on not-scored essays. Our approach focuses on

the analysis of form but we combined for the first

time the methods developed to tackle the form and

content evaluation. Namely, we automatically ex-

tracted from written essays linguistic predictors of

text quality that we used as features of a machine

learning classifier to trace student developmental

growth over the time. We tested this method on

a corpus of written essays of Italian L1 learners

collected in the first and second year of the lower

secondary school. The use of not-scored essays is

1http://dsp.rice.edu/ML4Ed ICML2015



one of the main novelty making our approach par-

ticularly suited for less resourced languages such

as the Italian language, as far as corpora of L1 stu-

dents are concerned.

2 Our Approach

Our approach of tracking the evolution of written

language competence of L1 learners is based on

the assumption that given a set of chronologically

ordered essays written by the same student a docu-

ment dj should show a higher written quality level

with respect to the ones written previously. Fol-

lowing this assumption, we consider the problem

of tracking the evolution of a student as a classi-

fication task. Given two essays di and dj written

by the same student, we want to classify whether

t(dj) > t(di), where t(di) is the time in which the

document di was written.

For this purpose, we built a classifier operating

on morpho-syntactically tagged and dependency

parsed essays which assigns to each pair of doc-

uments (di, dj) a score expressing its probability

of belonging to a given class: 1 if t(dj) > t(di),
0 otherwise. Given a training corpus, the classi-

fier builds all possible pairs (di, dj) of documents

written by the same student. For each pair of doc-

uments (di, dj), two feature vectors (Vdi , Vdj ) are

extracted. Exploiting these two vectors, Vdi,dj =
Vdi−Vdj is computed. Since many machine learn-

ing algorithms assume that input data values are

in a standard range, we finally calculated V ′

di,dj

obtained by scaling each component in the range

[0, 1]. The classifier was trained and tested on the

corpus described in section 3, it uses the features

described in section 4 and linear Support Vector

Machines (SVM) using LIBSVM (Chang and Lin,

2001) as machine learning algorithm.

3 Corpus

We relied on CItA (Corpus Italiano di Appren-

denti L1), the first corpus of essays written by Ital-

ian L1 learners in the first and second year of lower

secondary school which has been manually anno-

tated with grammatical, orthographic and lexical

errors (Barbagli et al., 2015). The corpus contains

1,352 texts written by 156 students and collected

in 7 different lower secondary schools in Rome:

3 schools (77 students) are located the histori-

cal center and 4 schools (79 students) in suburbs.

CItA contains two different types of essays dif-

fering with respect to the prompt, i.e the prompts

assigned individually by each teacher during each

school year and a prompt common to all schools

that was assigned at the end of the first and sec-

ond year. It is also accompanied by a question-

naire containing a set of questions referring to

the student background (e.g. questions about the

student family, about the native language spoken

at home, etc.). This makes possible to investi-

gate whether and to which extent some of the stu-

dent background information are related to the ob-

served language competence evolution. The main

peculiarity of the corpus is its diachronic nature.

Even though the contained essays were not manu-

ally scored, the covered temporal span makes CItA

particularly suitable for tracking the evolution of

the written language competence over the time.

4 Features

Our approach relies on multi–level linguistic fea-

tures, both automatically extracted and man-

ually annotated in CItA. A first set of fea-

tures was extracted from the corpus morpho-

syntactically tagged by the POS tagger described

in (Dell’Orletta, 2009) and dependency-parsed by

the DeSR parser using Multi-Layer Perceptron

(Attardi et al., 2009). They range across differ-

ent linguistic description levels and they qualify

lexical and grammatical characteristics of a text.

These features are typically used in studies focus-

ing on the “form” of a text, e.g. on issues of genre,

style, authorship or readability (see e.g. (Biber and

Conrad, 2009; Collins-Thompson, 2014; Cimino

et al., 2013; Dell’Orletta et al., 2014)). The sec-

ond set of features refers to the errors manually

annotated. Also these features range across differ-

ent linguistic description levels.

Raw and Lexical Text Features Sentence

Length and Token Length: calculated as the av-

erage number of words and characters. Basic

Italian Vocabulary rate features: these features

refer to the internal composition of the vocabu-

lary of the text. To this end, we took as a ref-

erence resource the Basic Italian Vocabulary by

De Mauro (1999), including a list of 7000 words

highly familiar to native speakers of Italian. Words

Frequency class: this feature refers to the aver-

age class frequency of all lemmas in the docu-

ment. The class frequency for each lemma was

computed exploiting the 2010-news-1M corpus

(Quasthoff et al., 2006), using the following func-

tion: Ccw = ⌊log2
freq(MFL)
freq(CL) ⌋, where MFL is the



most frequent lemma in the corpus and CL is the

considered lemma. Type/Token Ratio: this feature

refers to the ratio between the number of lexical

types and the number of tokens.

Morpho-syntactic Features Language Model

probability of Part-Of-Speech unigrams: this fea-

ture refers to the distribution of unigram Part-of-

Speech. Lexical density: this feature refers to the

ratio of content words (verbs, nouns, adjectives

and adverbs) to the total number of lexical tokens

in a text. Verbal mood: this feature refers to the

distribution of verbs according to their mood.

Syntactic Features Unconditional probability of

dependency types: this feature refers to the distri-

bution of dependency relations. Parse tree depth

features: this set of features captures different as-

pects of the parse tree depth and includes the fol-

lowing measures: a) the depth of the whole parse

tree, calculated in terms of the longest path from

the root of the dependency tree to some leaf; b) the

average depth of embedded complement chains

governed by a nominal head and including either

prepositional complements or nominal and adjec-

tival modifiers; c) the probability distribution of

embedded complement chains by depth. Verbal

predicates features: this set of features ranges

from the number of verbal roots with respect to

number of all sentence roots occurring in a text to

their arity. The arity of verbal predicates is cal-

culated as the number of instantiated dependency

links sharing the same verbal head. Subordina-

tion features: these features include a) the distri-

bution of subordinate vs main clauses, b) their rel-

ative ordering with respect to the main clause, c)

the average depth of chains of embedded subor-

dinate clauses and d) the probability distribution

of embedded subordinate clauses chains by depth.

Length of dependency links: the length is mea-

sured in terms of the words occurring between the

syntactic head and the dependent.

Annotated Error Features These features refer

to the distribution of different kinds of errors man-

ually annotated in CItA: a) grammatical errors,

e.g. wrong use of verbs, preposition, pronouns; b)

orthographic errors, e.g. inaccurate double con-

sonants (e.g: tera instead of terra, subbito instead

of subito); c) lexical errors, i.e. misuse of terms.

5 Experiments and Discussion

The system was evaluated with a weighted 7-fold

cross validation in which every fold is represented

Feature Correlation

9 most correlated features used for feature selection

Frequency class of verbs 0.212

Percentage of auxiliary verbs in first
person plural

-0.168

Number of tokens 0.164

Number of sentences 0.162

Percentage of prepositional depen-
dency relation

0.153

Percentage of auxiliary dependency
relation

-0.137

Percentage of auxiliary verbs in in-
dicative

-0.136

Type/Token ratio (first 200 tokens) 0.130

Average of characters per token 0.126

Correlation of manually annotated errors

Grammatical errors per word -0.103

Orthographic errors per word -0.119

Lexical errors per word -0.162

Table 1: Correlations between features and the

chronological order of the texts

by a different school. It follows that in each exper-

iment the test set is composed by the school docu-

ments which are not included in the corresponding

training set. The accuracy for each fold is calcu-

lated in terms of F-Measures. The final score is

the weighted average with respect to the number

of student of each school.

Four different sets of experiments were devised

to test the performance of our system. The experi-

ments differ with respect to the temporal span be-

tween the two compared documents used in train-

ing and test sets. In the first experiment all pairs of

texts written by the same student are used as train-

ing and test set, which means that the sets con-

tain pairs of documents with all possible tempo-

ral distances (from the minimum to the maximum

distance). In the second experiment we compared

only the texts written in two different years, so that

at least one year occurs between the documents.

In the third experiment the pairs used in the train-

ing and test sets contain the first and the penulti-

mate text written by the same student, whereas in

the last experiment the first and the last text of a

student were compared. Thus the time period be-

tween the texts is the maximum possible, i.e. two

years. Every experiment was performed using all

features described in section 4 and using only a

subset of features resulting from the feature selec-

tion process. These features were selected by cal-

culating the correlation between all features (with

the exclusion of the Annotated Error features) and

the chronological order of the texts of each stu-

dent. For these experiments we selected the nine



F-Score for each school Weighted average F-Score

1 2 3 4 5 6 7

all texts

All Features 73.0 68.0 56.5 59.1 64.8 51.8 64.0 62.7

Feature Selection 67.3 70.9 50.2 71.4 55.9 57.4 59.5 61.2

Feature Selection + Errors 67.3 70.5 54.5 73.4 56.2 57.5 59.2 61.6

different years

All Features 78.1 70.5 52.3 68.5 68.0 44.3 76.7 64.1

Feature Selection 77.9 77.4 48.4 67.5 63.6 57.5 59.1 64.8

Feature Selection + Errors 77.4 78.2 50.2 67.7 63.6 57.5 58.5 64.6

first and penultimate text

All Features 84.0 92.6 73.9 61.9 55.6 56.5 64.3 71.7

Feature Selection 92.0 96.3 65.2 95.2 72.2 58.7 71.4 79.8

Feature Selection + Errors 92.0 96.3 70.2 96.3 72.8 62.4 71.4 81.2

first and last text

All Features 100.0 96.3 87.0 81.8 76.3 95.8 78.6 89.3

Feature Selection 76.0 96.3 52.2 90.9 78.9 100.0 82.1 82.8

Feature Selection + Errors 78.2 96.3 55.2 89.7 80.7 100.0 82.3 84.1

Table 2: Results of experiments.

most correlated features corresponding to different

linguistic phenomena, reported in Table 1.

The results of all experiments are shown in Ta-

ble 2. As a general remark, we can note that the

bigger the temporal span between the tested doc-

uments, the bigger the achieved accuracy. This is

due to the fact that the growth of the student writ-

ing quality is related to the temporal span. The

best accuracy is achieved in the first and last text

experiment (89.2%) using all features. Since the

last text is the Common Prompt written at the end

of the second year, this result can be biased by the

features capturing prompt-dependent characteris-

tics rather than the language competence evolu-

tion. Therefore the result could indicate an overfit-

ting of the model. This assumption is supported by

the accuracy achieved in the first and penultimate

text experiment using all features (71.7%). In this

case, the prompts of the written essays differ from

school to school.

The Feature Selection rows report the results

obtained after the feature selection process. Even

though in these experiments we considered only

nine features (vs. the total number of about 150

features), we can note a general improvement in

particular for what concerns the first and penul-

timate text experiment (about 8% points of im-

provement). These results demonstrate that these

nine features are able to capture the evolution of

the written language competence at different level

of linguistic description. The main competence

improvement captured by these features refer to:

the use of verbs, in terms of both the frequency

class of used verbs (during the language compe-

tence evolution the students tend to use less fre-

quent verbs) and the verb structures produced by

the students, as it is suggested by the occurrence of

features capturing the use of the auxiliary verbs;

basic characteristics of the sentence, such as the

sentence and word length; and features referring

to lexical richness (the type/token ratio feature).

Interestingly, these features are in line with the

results obtained by socio-pedagogical studies re-

ported in (Barbagli et al., 2014). It is noticeable

that the results of the third school are significantly

the lowest ones when feature selection is used.

This is due to the fact that the nine selected fea-

tures do not significantly change in the student es-

says over the time for this school. Further investi-

gations is part of our current studies where we are

combining student background information with

the competence evolution.

The Feature Selection + Errors rows show the

results obtained using the manually annotated er-

rors combined with the nine selected features. As

we can note, in almost all cases we obtained only a

small improvement with respect to the feature se-

lection results. This result is of pivotal importance

demonstrating that the written language compe-

tence is mainly captured by relying on features

that refer to the essay linguistic structure rather

then by focusing on errors (also when manually

annotated). This is in line with the observation

of De Mauro (1977) who claims that, in particu-

lar for what concerns orthographic errors, the lan-

guage competence is not related with the orthog-

raphy correctness.
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