Is this Sentence Difficult? Do you Agree?
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Background and Motivations ically assess either lexical or structural complexity phenomena, we focused on the analysis
distinction is made between an absolute notion, which is theory-driven, and a relative notion, perceive sentence complexity.
which is based on the viewpoint of the language user. In the relative perspective, linguistic Main Contributions
complexity is assessed in terms of (online and offline) processing difficulties resulting from ¢ two research questions aimed to study the role of a set of linguistic phenomena in charac-
controlled laboratory experiments. terizing a) the agreement among people in assigning the same judgment of complexity to
Our Perspective a sentence; b) the human perception of sentence complexity;
of complexity attributed by humans to a given sentence. Unlike traditional studies which typ- e two corpora of sentences annotated by humans with a judgment of complexity.
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Ranking of features correlated with complexity judgments
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